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a CECI, Université de Toulouse, CNRS, Cerfacs, 42 Avenue Gaspard Coriolis, 31100, Toulouse, France 
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A B S T R A C T   

This paper introduces the Blaze fire model based on a Eulerian level-set front-tracking method and solved using 
high-order numerical schemes. Blaze includes an original and efficient subgrid-scale fire front reconstruction to 
substantially reduce computational cost and better localize surface heat fluxes compared to a weighted-averaged 
method. In this study, Blaze is coupled to the MesoNH atmospheric model to evaluate its performance against the 
FireFlux I experimental data set. Results show good agreement between simulations and measurements for both 
25-m and 10-m atmospheric resolutions combined with a 5-m fire resolution. The fire-induced atmospheric flow 
below 10 m is correctly captured in the two-way coupled mode and leads to a realistic spread rate trend between 
the two instrumented towers compared to one-way forcing modes (forced and fire replay modes). A more 
realistic air temperature near the ground is obtained by considering heat fluxes in the already burnt area and not 
only at the flaming front. Also, the significant impact of inflow turbulence on both fire spread and fire-induced 
flow is highlighted. This study motivates the use of a statistical ensemble technique to account for near-surface 
turbulence and more generally, environmental variability at the scale of an experimental fire such as FireFlux I.   

1. Introduction 

Coupled atmosphere-fire modeling systems such as MesoNH- 
ForeFire [18,19,21], WRF-SFIRE [26,27,32] or WRF-FIRE [11,36] (the 
last two having evolved from CAWFE/Coupled Atmosphere-Wildland 
Fire Environment [6,13,14]) provide an efficient way to represent the 
behavior of a large-scale wildland fire by simultaneously solving for the 
fire spread, the plume updraft and their mutual interactions [12]. In this 
framework, the fire spread is represented as a moving front separating 
the burnt area from the unburnt vegetation using a parameterization of 
the front speed, called rate of spread, which takes as inputs surface wind 
conditions, biomass moisture content, biomass fuel properties and 
terrain topography [3,45,53]. The rate of spread is subject to significant 
uncertainties due to the simplified modeling approach [16] but also due 
to the limited knowledge in the inputs [43,44]. Coupling the fire spread 
model with an atmosphere model provides more realistic wind condi-
tions as input to the fire spread model, which are known to be a key 
driver of the fire behavior [23,41]. 

The level-set (LS) method [39,49] is often used in front-tracking 
problems as an Eulerian formulation for interface transport. In 

wildland fire applications, it has been extensively used to propagate the 
time-evolving fire front [5,31,32,36,42,55], for instance in ELMFIRE 
[31] and SFIRE [32]. Bova et al. [5] have shown the equivalence of the 
LS method with Lagrangian markers, used for instance in FARSITE [22] 
and ForeFire [20], for standalone fire spread modeling. However, the LS 
formalism is particularly suited for coupling with atmosphere models 
such as MesoNH [29,30] or WRF [50]. An additional benefit of the LS is 
its ability to handle complex front geometry typical of wildfire events 
such as islands of unburnt fuel and merging fronts. The 
MesoNH-ForeFire system has, for instance, shown some scaling limita-
tions when testing the atmospheric model sensitivity to mesh resolution 
and large-eddy simulation configuration. These limitations were partly 
due to the treatment of Lagrangian markers. To overcome this issue, a 
new fire model named Blaze has been developed to be easily embedded 
in atmospheric models and thereby design more efficient coupled 
atmosphere-fire modeling systems. 

Blaze features two components: i) a spread component that propa-
gates the fire front over time using a LS approach and given meteoro-
logical/environmental factors; and ii) a flux component that evaluates 
the surface latent/sensible heat fluxes released by the fire. When 
coupled with an atmospheric model, the fire model flux component 
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imposes latent and sensible heat fluxes as surface boundary conditions to 
the atmosphere model, while the atmosphere model imposes the surface 
wind field as input to the fire model spread component. To make this 
coupling more computationally efficient, Blaze includes an original LS 
approach based on a subgrid-scale explicit fire front reconstruction 
(EFFR) method. 

The observational datasets to evaluate coupled fire-atmosphere 
models have mainly been collected through experimental fires [40], 
among whom RxCADRE [37] and FireFlux [7,10] field campaigns. One 
advantage of experimental fires as compared to active wildfires is the 
ability to control environmental conditions, even though it remains 
difficult to characterize initial and boundary conditions. One drawback 
is that the burning conditions (e.g. low wind, relatively flat terrain) are 
not fully representative of actual uncontrolled wildfires. FireFlux ex-
periments corresponding to experimental fires in homogeneous grass 
fields were specifically designed to measure quantities of interest at the 
scale of the atmospheric boundary layer, in order to provide the first 
observational datasets on the fire-induced meteorology. The 2006 
FireFlux I experiment was a wind-dominated fire and was therefore used 
to validate WRF-SFIRE [26] and MesoNH-ForeFire [21]. For compara-
tive purposes, the FireFlux I experiment is used in the present study as a 
first validation step of the Blaze fire model. 

In this work, Blaze is coupled with an atmospheric model in large- 
eddy simulation mode to simulate turbulent flows and to have a real-
istic representation of the atmospheric boundary layer. Several coupling 

modes between Blaze and the atmospheric model are available to pro-
vide a flexible way to analyze the interactions between the different 
components of the coupled atmosphere-fire model. One-way coupling 
modes are of primary importance to study the forcing impact on the fire 
model and the atmospheric model in a separate way. The atmosphere-to- 
fire (A2F) mode gives insights into the atmospheric model forcing on the 
fire spread model without considering fire feedback on the atmosphere. 
Reciprocally, the fire-to-atmosphere (F2A) mode, also known as the fire 
replay mode in the literature [33], gives insights into the fire spread 
model forcing on the fire flux model component and on the micro-scale 
atmospheric fields without considering atmospheric feedback on the fire 
spread. Sensitivity tests with respect to the fire model resolution are 
performed to show Blaze convergence in terms of fire front location on 
the one hand, and in terms of heat flux intensity and distribution on the 
other hand. The benefits of the EFFR method to represent surface heat 
fluxes are highlighted with respect to the LS weighted average method, 
which is for instance implemented in WRF-SFIRE to reconstruct the 
burning area. A two-way coupled (2WC) mode is finally used to high-
light the impact of the fire-induced meteorology on the wildland fire 
behavior. For all coupling modes, ensembles of coupled atmosphere-fire 
simulations are carried out to study the influence of inflow turbulence 
on the wildland fire behavior. 

The outline of the paper is as follows. The Blaze fire model is 
described in Section 2. The atmosphere-fire coupling strategies available 
in Blaze are presented in Section 3. Section 4 presents the simulation 

Abbreviation 

2WC two-way coupling mode 
Ax Fy simulation with x-m resolution for the atmospheric model 

and y-m resolution for the fire model 
A2F atmosphere-to-fire coupling mode 
AGL above ground level 
ASE available sensible energy 
AWC available water content 
CST constant flux parameterization 
EFFR explicit fire front reconstruction 
ENO essentially non oscillatory 
EXS exponential-smoldering flux parameterization 
F2A fire-to-atmosphere coupling mode 
LS level-set 
LT local time 
PPM piecewise parabolic method 
RK Runge-Kutta 
WA weighted average 
WENO weighted essentially non oscillatory 
Superscript 
n time index 
Subscript 
(x, y) 2-D cartesian coordinates 
d dead fuel 
h sensible heat 
i fire mesh index in the x-direction 
j fire mesh index in the y-direction 
l live fuel 
w latent heat 
Symbol 
cpa air calorific capacity 
cpd fuel calorific capacity 
C case identifier in level-set reconstruction method 
d intersection quantity in level-set reconstruction method 

e fuel layer thickness 
Ec combustion efficiency 
LAI leaf area index 
M fuel moisture content 
n fire front normal vector 
r Pearson correlation 
r00 radiant heat transfer parameter 
ℛ rate of spread 
ℛ0 rate of spread without wind and slope 
s fuel particle surface-area-to-volume ratio 
st stochiometric mass-based air/fuel ratio 
S subgrid burning area 
t time 
Ta air temperature 
Ti ignition temperature 
ta fire arrival time 
αf fraction of energy released during flaming phase 
Γ fire mesh refinement ratio 
Δh water evaporation enthalpy 
ΔH combustion enthalpy 
Δx atmospheric horizontal mesh size 
Δxf fire mesh size 
Δ̃ modified Laplacian operator 
ρa air density 
ρ fuel particle mass density 
σ fuel surface load 
ϵφ diffusion coefficient for level-set function 
λ stiffness parameter in level-set reconstruction method 
∇ gradient operator 
τ0 residence time parameter 
τf fire residence time 
τe characteristic time of exponential-smoldering flux 

parameterization 
φ level-set function 
ψ flux parameterization in fire model  
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experiments used for Blaze evaluation, involving the MesoNH atmo-
spheric model and the FireFlux I experimental dataset (referred to as 
FireFlux in the following). Results in one- and two-way coupling modes 
for different fire model resolutions and different atmospheric model 
resolutions are discussed in Section 5. 

2. The Blaze fire model 

The Blaze fire model features the following components: an Eulerian 
two-dimensional front-tracking model that relies on a LS method and 
uses a description of the local rate of spread based on Balbi’s formulation 
[3]; and a flux parameterization that estimates the spatial distribution 
and intensity of the surface latent and sensible heat fluxes. If Blaze is 
embedded in an atmospheric model, these heat fluxes act as surface 
boundary conditions to solve the atmospheric flow perturbed by the fire. 

2.1. Level-set method for fire front tracking 

2.1.1. Governing equation 
The LS method is used to propagate the time-evolving fireline on a 

two-dimensional horizontal plane (x, y). The two-dimensional fire grid 
is defined with respect to the resolution of the atmospheric data. Since 
the fireline propagation is a subgrid-scale process with respect to the 
atmosphere, the atmospheric mesh is divided into Γx cells in the x-di-
rection and Γy cells in the y-direction to form the fire mesh in Blaze. A 
distinction is therefore made between the atmospheric surface mesh, 
referred to as “atmospheric mesh”, of resolution (Δx, Δy), and the fire 
mesh of resolution (Δxf, Δyf) with Δxf = Δx/Γx and Δyf = Δy/Γy. 

In Blaze, the LS function φ ≡ φ(x, y, t) is not a signed distance but 
rather a bounded function 0 ⩽ φ ⩽ 1, where the contour line φ = 0.5 is 
identified as the fire front; φ > 0.5 represents burnt vegetation; and φ <

0.5 represents unburnt vegetation at a given time t. The LS field is 
transported at the rate of spread ℛ and satisfies the following Hamilton- 
Jacobi equation: 
∂φ

∂t
= ℛ(|∇φ| + εφΔ̃φ) (1)  

where ∇φ =

(
∂φ

∂x,
∂φ

∂y

)
is the LS gradient, Δ̃φ =

(
Δxf ∂2φ

∂x2 + Δyf ∂2φ

∂y2

)
is the 

fire-mesh-size-proportional Laplacian, εφΔ̃φ is the artificial viscosity 
term to ensure numerical stability, and ℛ represents the speed projected 
onto the normal direction n to the fireline, n = − ∇φ/|∇φ|. ℛ is eval-
uated using Balbi’s rate-of-spread parameterization (Section 2.2). 

2.1.2. Numerics 
In Blaze, numerical tests have shown that εφ = 0.1 is sufficient to 

obtain a satisfactory solution for smooth spatial distribution of fuel 
properties consistently with Muñoz-Esparza et al. [36]. Numerical vis-
cosity is also applied to the rate of spread to prevent from oscillations at 
the fire flanks due to atmospheric turbulence. It is worth noting that in 
WRF-SFIRE, Mandel et al. [32] recommended to use εφ = 0.4. This 
aspect will be important to investigate for heterogeneous fuel properties 
and high spatial variation of the rate of spread. However, this is beyond 
the scope of the present FireFlux experiment that is limited to a homo-
geneous grass fuel (Section 4.2). 

Mandel et al. [32] initially implemented in WRF-SFIRE a 
second-order explicit RK (Runge-Kutta) scheme for time integration 
combined with first-order ENO (Essentially Non-Oscillatory) [38] 
scheme (RK2-ENO1). Muñoz-Esparza et al. [36] demonstrated that a 
high-order LS method using third-order explicit RK scheme combined 
with third-order WENO (Weighted Essentially Non-Oscillatory) [25] 
scheme (RK3-WENO3) is efficient and much more accurate than 
RK2-ENO1. For this purpose, Eq. (1) is solved in Blaze using 
RK3-WENO3. 

2.1.3. Burning map 
Equation (1) is solved sequentially over the duration of the wildland 

fire. The resulting time-evolving fireline position is concatenated into an 
arrival time map. The arrival time ta ≡ ta(x, y) is defined at the center of 
each fire cell and is defined by the time at which the LS function exceeds 
0.5. The arrival time map is initialized at −1, meaning that no fire is in 
the domain. Ignition occurs and the arrival time map is iteratively 
updated. For a given fire cell (x, y), at time t indexed by n, a negative 
arrival time means that the fire has not yet reached the center of the fire 
cell (i.e. ta,n = − 1 and φn < 0.5). Consider the fire front has reached the 
fire cell at time (t + Δt) indexed by (n + 1), i.e. φn+1 ⩾ 0.5. Then, the 
arrival time ta,n+1 for the fire cell (x, y) is estimated using linear inter-
polation between time t and time (t + Δt). As the arrival time map ta is a 
cumulative field, once the arrival time is calculated for a given fire cell 
(x, y), it cannot change. The arrival time map is referred to as the 
burning map in the following. 

2.2. Rate-of-spread parameterization 

In this work, for consistency purpose with previous MesoNH- 
ForeFire studies, we follow the choices made by Filippi et al. [21]. 
The rate of spread ℛ is evaluated using Balbi’s parameterization [3], 
which was adapted by Santoni et al. [48] to landscape-scale problem and 
used for instance to simulate wildland fires in the Mediterranean area 
[18,52]. Balbi’s formulation is detailed in Appendix A. 

Similarly to the well-known Rothermel’s formulation [45], the Bal-
bi’s formulation is a parametric function of the rate of spread given 
terrain slope, surface wind speed, biomass moisture content and biomass 
fuel parameters. The list of the required input parameters is given in 
Table 4. There are two main differences between Balbi’s and Roth-
ermel’s formulations. On the one hand, Balbi’s formulation is based on 
mass, momentum and energy conservation, while Rothermel’s one is 
only based on energy conservation. In Balbi’s formulation, assumptions 
are made on the geometrical and thermodynamical properties of the 
flame to obtain a simplified rate-of-spread formulation at any point on 
the fire front. On the other hand, Balbi’s formulation provides a varying 
no-wind rate of spread along the flanks and at the back of the fire even if 
the vegetation is homogeneous. This is not the case for Rothermel’s 
formulation, whose constant no-wind rate of spread can become an issue 
to properly track the fire front propagation [26,35]. 

In the present study, the near-surface wind conditions required as 
inputs to the rate-of-spread parameterization are derived from simulated 
atmospheric data at a constant height (Section 3). Kochanski et al. [28] 
showed that there is no clear relationship between the vertical resolu-
tion of the first atmospheric level and the surface wind at the fire level. 
For this reason, the surface wind conditions are given in Blaze at 2-m 
above ground level (AGL). They are then interpolated horizontally 
using two-dimensional bilinear interpolation with a twelve-point sten-
cil. This aspect of the wind interpolation height will be important to 
investigate if there are some spatial variation of the vegetation height 
throughout the computational domain [56], but this is not necessary for 
the FireFlux case study. 

2.3. Surface heat flux parameterization 

Blaze provides an estimation of the sensible and latent heat fluxes at 
the surface, which can be seen as diagnostic variables of the fire model 
and which can be injected in an atmospheric model in the framework of 
coupled atmosphere-fire simulations. From an atmospheric model 
viewpoint, the fire is only represented as surface heat fluxes. This is why 
their description in terms of location and intensity is of first importance 
in coupled mode. 

2.3.1. Energy reservoirs 
The heat flux computation in Blaze is based on the concept of energy 

reservoirs. These reservoirs determine the amount of latent and sensible 
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energy that is available in the vegetation and that can be injected from 
the surface into the atmosphere. The available water content (AWC) 
relates to the latent heat that can be transferred to the atmosphere due to 
water evaporation. The available sensible energy (ASE) relates to the 
sensible heat that can be transferred due to combustion. For each fire 
cell, the AWC and ASE quantities are initially estimated from biomass 
fuel parameters (Table 4) derived from [19,32,35]. 
AWC0 = σd Md + σl Ml (2)  

ASE0 =
(Ec + Es) (1 − χ0) σd ΔH

1 + Md

(3)  

where the default values for the flaming combustion efficiency (Ec =
0.75) and the radiant heat transfer fraction (χ0 = 0.3) are used [21], 
where the total energy release due to smoldering processes is zero (Es =
0) if only the flaming phase of the fire is considered, and where the 
remaining fuel parameters are based on FireFlux field data (Section 4.2). 

When the fire propagates, the energy released between time t and 
time (t + Δt) is removed from the AWC and ASE reservoirs as follows: 
AWCn+1 = AWCn − Δt Sn ψn

w (4)  

ASEn+1 = ASEn − Δt Sn ψn
h (5)  

where Δt is the fire model time step, Sn is the fraction of the fire cell that 
is currently burning, and ψnw (ψn

h) is the fire cell contribution to the 
released latent (sensible) heat flux. The calculation of Sn is detailed in 
Section 2.3.2, and the calculation of both ψnw and ψn

h is detailed in Section 
2.3.3. 

When the energy that should be released between t and (t + Δt) is 
larger than the energy remaining in the reservoir (i.e. AWCn < Δt Sn ψnw 
for latent heat), then the heat flux intensity is adjusted to have an empty 
reservoir at time (t + Δt) (i.e. ψnw = AWCn

Sn Δt ). When the reservoir is empty 
(i.e. AWCn = 0), the heat flux intensity is zero (i.e. ψnw = 0). The same 
approach applies to ASE. 

From the perspective of the atmospheric model, the heat flux 
contribution to a given atmospheric cell at a given time is calculated as 
the average of the heat fluxes computed for all fire cells contained in the 
atmospheric cell. 

2.3.2. Explicit fire front reconstruction method 
To compute latent and sensible heat fluxes at a given time in Eqs. (4) 

and (5), the fraction of the fire cell that is currently burning (Sn) is 
required. The method to estimate this quantity Sn for each fire mesh cell 
is detailed here. For clarity purpose, the time index n is dropped in this 
section. 

In WRF-SFIRE, the subgrid-scale burning area is estimated through a 
weighted average of the LS [32] on a nine-point stencil around the 
considered fire cell (i, j) as follows: 

S ≡ Si,j =
9

16
φi,j +

3

32

(
φi−1,j + φi,j−1 + φi+1,j + φi,j+1

)
+

1

64

(
φi−1,j−1 + φi+1,j−1 + φi+1,j+1 + φi−1,j+1

) (6)  

One limitation of this approach, referred to as the weighted average 
(WA) method in the following, is that its accuracy depends on the nu-
merical diffusion of the fire front. The quality of the subgrid-scale 
burning area estimation is then closely related to the quality of the LS 
advection discretization and of the mesh resolution. 

To overcome this limitation, the fire front is explicitly reconstructed 
within the fire cell using the EFFR method in Blaze. The key idea is to 
map the contour line φ = 0.5 inside the fire cell partitioned into four 
quadrants (S1 to S4 in Fig. 1). This is done in two steps. A first step 
identifies the intersections between the quadrant faces and the contour 
line φ = 0.5. A second step represents the fire front as straight line 

between these intersections and derives the subgrid burning area in each 
of the four quadrants by only considering triangles and trapezes (red 
areas in Fig. 1). 

In the first step, the LS function is interpolated at each corner of a 
given quadrant to estimate the quantities {φ1, φ2, φ3, φ4} (see Table 2 for 
notations). The associated intersection quantities {d1, d2, d3, d4} are 
computed as 

d1 = sgn

(
1

2
,φ1 −

1

2

)
− sgn

(
1

2
,φ2 −

1

2

)
(7)  

d2 = sgn

(
1

2
,φ2 −

1

2

)
− sgn

(
1

2
,φ3 −

1

2

)
(8)  

d3 = sgn

(
1

2
,φ4 −

1

2

)
− sgn

(
1

2
,φ3 −

1

2

)
(9)  

d4 = sgn

(
1

2
,φ1 −

1

2

)
− sgn

(
1

2
,φ4 −

1

2

)
(10)  

where sgn(a, b) returns a with the sign of b. The possible values for the 
intersections quantities are then −1, 0 and 1. Table 1 gives an example of 
the possible intersection values for d1. Intersection quantities indicate if 
there is an intersection (non-zero values) but also where the LS function 
is above 0.5 (positive or negative values). 

In the second step, a case identifier denoted by C is derived from 
intersection quantities as follows: 
C = 30(1+ d1) + 31(1+ d2) + 32(1+ d3) + 33(1+ d4). (11)  

C provides a way to identify the different fire front geometric configu-
rations, and each identified case C has its specific area estimation SC. In 
practice, only three equations are required to consider all possible cases: 

S68(φ1,φ2,φ3,φ4) =
(0.5 − φ1)

2

2(φ2 − φ1)(φ4 − φ1)
(12)  

S70(φ1,φ2,φ3,φ4) =
1

2

[
(0.5 − φ1)

φ4 − φ1

+
0.5 − φ2

φ3 − φ2

]
(13) 

Fig. 1. Schematic of the subgrid-scale burning area computation (red area) in a 
given fire cell (thick solid line) divided into four quadrants, or fire subcells, S1 
to S4 (dashed straight lines). The thin solid line represents the reconstructed 
fire front through the EFFR method. (For interpretation of the references to 
color in this figure legend, the reader is referred to the Web version of 
this article.) 

Table 1 
Possible values for the intersection quantity d1 in a fire cell quadrant given the 
interpolated LS function at the corners {φ1, φ2} – EFFR method.  

d1 φ1 < 0.5 φ1 ⩾ 0.5 
φ2 < 0.5 0 1 
φ2 ⩾ 0.5 −1 0  
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S22(φ1,φ2,φ3,φ4) =
−(φ4 − 0.5)2

2(φ4 − φ1)(φ3 − φ4)
. (14) 

The area for the other cases is obtained by combining or permuting 
previous formulas. Each case implemented in Blaze is given in Table 2. 
Note that case 56 is complementary to case 24 in identifier but the 
formulas are not. Indeed, the complementary area of case 24 is less 
realistic than the one of case 56 with two separated fronts in the same 
quadrant. This approach is applied for each of the four quadrants of a 
given fire cell. The subgrid burning area of the fire cell S is finally ob-
tained by averaging the burning area obtained for each of the four 
quadrants of the fire cell: 

S =
1

4
(S1 + S2 + S3 + S4) (15)  

2.3.3. Surface heat flux formulation 
To compute latent and sensible heat fluxes at a given time in Eqs. (4) 

and (5), the time-varying flux intensity denoted by ψnw for latent heat 
flux and ψn

h for sensible heat flux is required. The formulation of these 
quantities ψnw and ψn

h is given in this section. Different parameterizations 
that only depend on time, the fire arrival time and the biomass fuel 
properties are available in Blaze. The CST and EXS flux parameteriza-
tions used in this study are briefly described here and are summarized in 
Table 3. 

Constant flux parameterization (CST) In previous studies [19,21], heat 
fluxes only accounted for the flaming phase of the fire, meaning that 
heat fluxes were only injected into the atmospheric model at the fire 
arrival time and during a characteristic time called the flaming residence 
time τf [1]. This approach is referred to as the constant flux parame-
terization (CST). It consists of releasing a constant heat flux until the 
energy reservoir is empty. 

Table 2 
Overview of all possible fire front configurations in Blaze: each configuration is identified by C and the corresponding quadrant subgrid burning area SC is obtained by 
interpolating the LS function at the four quadrant corners {φ1, φ2, φ3, φ4} – EFFR method.  

Case C SC Case C SC

68 S68(φ1,φ2 ,φ3,φ4) 12 1− S68(φ1,φ2,φ3,φ4)

70 S70(φ1,φ2 ,φ3,φ4) 10 1− S70(φ1,φ2,φ3,φ4)

22 S22(φ1,φ2 ,φ3,φ4) 58 1− S22(φ1,φ2,φ3,φ4)

50 S70(φ1,φ4 ,φ3,φ2) 30 1− S70(φ1,φ4,φ3,φ2)

42 S22(φ1,φ4 ,φ3,φ2) 38 1− S22(φ1,φ4,φ3,φ2)

28 S68(φ3,φ2 ,φ1,φ4) 52 1− S68(φ3,φ2,φ1,φ4)

24 S22(φ1,φ2 ,φ3,φ4)+ S22(φ1,φ4,φ3,φ2) 56 S68(φ1 ,φ2,φ3,φ4)+ S68(φ3,φ2,φ1,φ4)
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Exponential flaming-smoldering parameterization (EXS) For coupled 
atmosphere-fire simulations, accounting for the temporal variability of 
the heat flux may be important to represent the fire dynamic behavior as 
done in WRF-SFIRE [32]. Accounting for the sensible heat released 
behind the fire front (i.e. the smoldering phase of the fire) may also be 
important to capture the fire influence on the surrounding atmosphere 
by preheating the air entrained towards the fire front. These two effects 
are accounted for in Blaze through the exponential flaming-smoldering 
parameterization (EXS). An exponential decay of the latent and sensible 
heat fluxes is considered through the characteristic time τe =− τf/ln(1 −
αf). The input parameter 0.5 ⩽ αf < 1 represents the fraction of the total 
energy at the initial time (AWC0 for latent heat and ASE0 for sensible 
heat) that is released during the flaming residence time τf. Smoldering 
effects are accounted for in two ways. First, they impact the total energy 
release (ASE0 in Eq. (3) with Es = 0.15). Second, they contribute to the 
sensible heat flux, the smoldering contribution ψ s is given as a fraction 
(0.9%) of the nominal sensible heat flux used in CST parameterization. It 
is worth noting that the smoldering contribution remains small in the 
present study since the smoldering effects are limited for grass fuels 
typical of the FireFlux experiment. This aspect will be important to 
revisit when considering other biomass fuels than grass. 

Vertical flux distribution Once computed at the surface, the average 
value of the heat fluxes over a given atmospheric grid Ψ[W m−2]is 
vertically distributed using an exponential decay ℱ(z) [W m−3] =
F0exp

(z/zf
) in order to integrate heat fluxes directly in the corre-

sponding prognostic equations of MesoNH. The term ℱ 0 is computed by 

Table 3 
Latent and sensible heat flux parametrizations in Blaze.  

Heat flux Equation Parameters (default value) Flaming phase modeling Smoldering phase modeling time dependant 
Constant parametrization (CST) 
Latent 

ψCSTw (t, ta) =
AWC0

τf     

✓ ⨯ ⨯   

Sensible 
ψCST

h (t, ta) =
ASE0

τf  

Es = 0 ✓ ⨯ ⨯ 

Exponential and smoldering parametrization (EXS) 
Latent 

ψEXSw (t, ta) = ψw,e e
−
t − ta

τe  
αf = 0.8 ✓ ⨯ ✓ 

Sensible 
ψEXS

h (t, ta) = ψh,e e
−
t − ta

τe + ψs  

αf = 0.8 Es = 0.15 ✓ ✓ ✓ 

ψh,e =
ASE0

τe
ψw,e =

AWC0

τe
τe = −

τf
ln(1 − αf )

ψs =
0.009 ASE0

τf   

Table 4 
Definition and numerical value of parameters used as inputs to the Balbi’s rate- 
of-spread formulation (for the biomass fuel parameters, the subscript “d” cor-
responds to 1-h dead fuel and the subscript “l” corresponds to thin live fuel).  

Symbol Definition Value Unit 
cpd Fuel calorific capacity 1,912 J K−1 kg−1 

cpa Air calorific capacity 1,004 J K−1 kg−1 

e Fuel layer thickness 1.5 m 
Ec Combustion efficiency 0.75 – 

LAI Leaf area index 4 – 

Md Fuel moisture content 9 % 
Ml 200 
r00 Radiant heat transfer parameter 2.5 × 10−5 m s−1 

sd Fuel particle surface-area-to-volume ratio 4,446 m−1 

sl 4,446 
st Stoichiometric mass-based air/fuel ratio 8.3 – 

Ta Air temperature 291 K 
Ti Ignition temperature 590 K 
χ0 Radiant heat transfer fraction 0.3 – 

Δh Water evaporation enthalpy 2.5 MJ kg−1 

ΔH Combustion enthalpy 15.43 MJ kg−1 

ρa Air density 1.2 kg m−3 

ρd Fuel particle mass density 400 kg m−3 

ρl 400 
σd Fuel surface load 1.04 kg m−2 

σl 0.04 
τ0 Residence time parameter 75,590 m−1 s  

Fig. 2. Schematics of Blaze coupling modes (bmap corresponds to the burning map defined in Section 2.1.3).  
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imposing the constraint ∫ zmax

0 ℱ(z) dz = Ψ, with zf and zmax the two pa-
rameters of the vertical flux distribution. 

3. Coupling strategy 

This section presents the three coupling modes between Blaze and an 
atmospheric model that are used in this work. For each mode, the 
coupling variables are exchanged at each atmospheric time step. 

3.1. Forced atmosphere-to-fire mode (forced mode) 

In the forced (A2F) mode (Fig. 2a), the fire spread is affected by the 
atmospheric flow but the wind conditions are not disturbed by the fire. 
Blaze requires the wind conditions near the surface from an atmospheric 
model to compute the Balbi’s rate of fire spread but no heat flux 
computation is needed. As output, Blaze provides the burning map and 
the fire related fields (LS function φ, rate of spread ℛ, wind contribution 
to the rate of spread (ℛ − ℛ0), ASE and AWC). 

3.2. Forced fire-to-atmosphere mode (fire replay mode) 

To perform numerical convergence tests or investigate the atmo-
spheric response to fire energy release, it is of primary interest to run 
simulations from a predetermined fire. This fire replay (F2A) mode 
(Fig. 2b) takes as input an existing burning map (obtained from simu-
lation or observation), and computes latent and sensible heat fluxes to be 
injected into the atmospheric model. The fire spread model component 
is not used. Instead, a temporal reconstruction of the LS function φ is 
performed from information contained in the burning map. This is done 
through a sigmoid function of parameter λ: 

φ(x, y, t) =
1

1 + e−λ(t−ta(x,y))
(16)  

where the stiffness parameter λ [s−1] corresponds to the numerical 
spread of the LS function that would be obtained by integrating Eq. (1) 
using RK3-WENO3 numerical schemes. This is important to reconstruct 
a realistic LS field from the burning map to then force the atmosphere 
model. 

In the present study, λ is assumed to be uniform in the domain but 
dependent on the fire mesh size Δxf. Several Blaze simulations run on a 
simplified test case (Appendix B) have shown that λ is given by the 
following law with respect to Δxf: 
λ(Δxf ) = 2.136 e−0.211(Δxf +8.613) + 0.064 (17)  

for 1 ⩽ Δxf ⩽ 25 [m]. This reconstruction leads to maximum error be-
tween reconstructed LS and original LS lower than 9% for the coarsest 
mesh and lower than 0.5% for the most refined mesh. Most importantly, 
the sigmoid formulation (Eq. (16)) guarantees by definition the exact 
same fire front position represented by the contour line φ = 0.5. The 
injected heat fluxes are thereby well reproduced in the F2A simulations 
compared to the original simulations carried out in two-way coupled 
mode for varying fire mesh resolution Δxf. 

3.3. Two-way coupled mode 

The 2WC (Fig. 2c) accounts for the two-way interactions between the 
fire model and the atmospheric model, meaning that surface winds 
simulated by the atmosphere model are used as input to the fire spread 
model component and that the fire feedback onto the atmosphere is 
imposed through the surface latent and sensible heat flux model com-
ponents in Blaze. 

4. Verification and validation 

4.1. MesoNH-Blaze coupled system 

In this study, Blaze is coupled with the MesoNH [30,29] atmosphere 
model. MesoNH, developed by both Météo-France and Laboratoire 
d’Aérologie, is a non-hydrostatic anelastic atmosphere model. MesoNH 
is used to simulate meso-scale (kilometric resolution) up to micro-scale 
(metric resolution) atmospheric flows [2,4,18,46,47,54]. To numeri-
cally solve Navier-Stokes equations, MesoNH uses a five-stage third--
order explicit RK scheme (RK53) for time integration associated with a 
fifth-order WENO scheme (WENO5) for wind advection and the piece-
wise parabolic method (PPM) for meteorological variables and tracer 
advection [15]. An explicit 3-D turbulence scheme [17] is used with a 
mixing length given by the grid size. MesoNH is run in idealized con-
figurations. Initially, turbulence is generated by adding a random po-
tential temperature perturbation at the first vertical level of the 
atmosphere. A spin-up is then run to establish turbulence in the 
computational domain. Lateral boundary conditions are cyclic to 
enhance turbulence. High-altitude winds are provided by geostrophic 
forcing. Blaze forces the MesoNH atmospheric model through the 
external land surface platform SURFEX [34]; in SURFEX the land cover 
and the surface parameters are provided by the ECOCLIMAP database 
[57]. Due to the limited physical time that is simulated by 
MesoNH-Blaze in this work, the radiative scheme in Meso-NH is not 
activated. 

In this study, the focus is made on analyzing the interactions between 
Blaze and an atmospheric model when the flow is turbulent to be 
representative of actual atmospheric conditions during wildland fires. 
Before considering turbulent flows, a preliminary canonical test case is 
used to verify the fire spread component in Blaze in terms of rate of 
spread and computational cost. This is done in the A2F mode by simu-
lating a simplified fire propagation over a flat terrain and forced by 
constant uniform wind simulated by MesoNH. This canonical case is 
detailed in Appendix B. Results show the good reproduction of the 
theoretical rate of spread due to Balbi and the good convergence of the 
fire front positions simulated by Blaze with respect to the fire mesh 
resolution Δxf (changing from 25 m to 1 m) when using a RK3-WENO3 
numerical scheme. The FireFlux [10] field-scale experiment is then used 
as a validation test case for Blaze when coupled with MesoNH in A2F, 

Fig. 3. Schematic of the FireFlux experimental field. The red dot represents the 
ignition point. The blue dots represent the main and small tower positions. The 
green area corresponds to the burn lot until the small tower. (For interpretation 
of the references to color in this figure legend, the reader is referred to the Web 
version of this article.) 
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F2A and 2WC modes. 

4.2. FireFlux experiment 

4.2.1. Experimental setup 
The FireFlux experiment was conducted on 23 February 2006 at the 

Houston Coastal Center, a research center at the University of Houston, 
USA. It corresponds to a 30-ha fire burn (790 m by 385 m), where the 
main biomass fuel was tall grass. Fig. 3 presents an overview of the 
experimental field. The day before the burn, some of the biomass fuel 
properties were measured. The estimated dead fuel load (σd) was 1.04 
kg m−2 [10], the dead fuel density (ρd) was 400 kg m−3, the dead fuel 
moisture content (Md) was 9%, and the fuel depth (e) was 1.5 m. The 
corresponding dead fuel packing ratio is βd = 1.7 ⋅ 10−3. The live fuel 
represents 4% of the total fuel load [10] so that the live fuel load is σl =
0.04 kg m−2 and the corresponding packing ratio is 6.7 ⋅ 10−5. The live 
fuel moisture content Ml is about 200% [10]. 

The fire was ignited on the North side of the lot; the ignition process 
was carried out by two firefighters, who simultaneously light the west-
ern and eastern parts of the ignition line starting from the ignition point. 
The western line (respectively eastern) is 170 m long (respectively 215 
m long), and is lit in 153 s (respectively in 163 s). The fire lasted about 
15 min. Over the fire duration, the surface wind blew mainly from North 
to South with a limited magnitude (below 10 m s−1) so that the fire 
propagated into the southern direction with a mean rate of spread of 
about 1.6 m s−1. Measurements were recorded at two towers (blue dots 
in Fig. 3), the main tower and the small tower, which were 43 m high 
and 10 m high, respectively. The two towers were instrumented with 
sonic anemometers and regularly-spaced thermocouples. Turbulence 
and thermodynamic experimental measurements are reported in Refs. 
[8–10]. 

4.2.2. Simulation setup 
To simulate the FireFlux experiment, the computational domain for 

MesoNH is 4 km by 7.5 km in the horizontal direction, and 1 km in the 
vertical direction. Ignition occurs at 12h43:30 LT (local time = UTC-5 
h). The ignition point of the burn lot (red dot in Fig. 3) is located 500 m 
from the northern border and 2750 m from the western border of the 
domain. To be consistent with Filippi et al. [21], two different horizontal 
resolutions (Δx = 10 m referred to as A10, and Δx = 25 m referred to as 
A25 in the following) are tested. The grid is composed of 60 levels along 
the vertical direction. The grid is uniform with Δz = 4 m up to 45 m AGL. 
Above this height, the vertical grid resolution decreases with a 
geometrical progression; a ratio of 1.06 is imposed and leads to Δz = 50 
m at an elevation of 1047 m AGL. A spin-up period, which corresponds 
to the interval between 12h00 LT and 12h43:30 LT, aims at obtaining an 
atmospheric state that is close to the actual meteorological conditions 
(the initial state of the atmosphere for this spin-up simulation is defined 
by the radiosonde launched at 06h55 LT). This spin-up time period was 
sufficient to match simulation to observations in terms of mean and 
variance statistics at the main tower. 

In SURFEX, the ECOCLIMAP database is set to Atlantic coast grass. 
Table 4 gives the parametric values of the Balbi’s rate-of-spread 
formulation used to simulate FireFlux. The residence time τf is 
assumed to be constant and is set to 17 s [1], which has implications on 
the fuel particle surface-area-to-volume ratio, sl = sd = 4, 446 m−1, since 
τ0 = 75, 590 m−1 is a model constant [48] through the relation τf ≡ d/
ℛ = τ0/sd with d the front depth [51]. In the present study, the only 
difference between live grass fuel and dead grass fuel relates to the 
moisture content, since no other information on the live fuel is available 
for the FireFlux experiment. 

The CST flux parameterization (Table 3) is used with the parameters 
given in Table 4 so that during the flaming residence time τf the latent 
heat flux is ψw = 0.015 kg m−2 s−1, and the sensible heat flux is ψh = 455 
kW m−1. The values of these heat fluxes are also used to calibrate the 
EXS flux parameterization and have a similar energy release over the fire 

duration. The two parameters of the vertical flux distribution are set as 
zs = 5 m and zmax = 30 m following numerical tests (not shown here). 

Following some test results and Muñoz-Esparza et al. [36] recom-
mendations, the RK3-WENO3 scheme is used in Blaze with the default 
values of 0.1 for artificial viscosity. The same spatial resolution is used in 
x- and y-directions (i.e. Δxf = Δyf). 

To mimic the experimental ignition, drip torch ignition is used for 
both ignition lines in Blaze. The western 170-m long ignition line is lit in 
153 s and the eastern 215-m long ignition line is lit in 163 s as in the 
experiment. Walking ignition is represented by imposing the arrival 
time at two points (xa, ya) and (xb, yb). Then, the points affected by the 
ignition between (xa, ya) and (xb, yb) are identified by Bresenham’s line 
algorithm and by linearly interpolating the arrival time at these inter-
mediate points. The value of the LS function φ at these points is 
computed by the time reconstruction approach described in Section 3.2. 
The thickness of the ignition line is thereby related to the fire mesh 
resolution Δxf. 

5. Results for the fireflux experiment 

Several series of FireFlux simulation results in forced (A2F), fire 
replay (F2A) and two-way coupled (2WC) modes are presented in this 
section to provide insights into the MesoNH-Blaze coupling. The first 
objective is to determine the appropriate fire model resolution based on 
both spread and flux arguments (Section 5.1). The second objective is to 
highlight the sensitivity of the results to inflow turbulence (Section 5.2). 
The third and last objective is the validation of the coupled MesoNH- 
Blaze system by comparing coupled two-way simulation results with 
available measurements (Section 5.3). 

Fig. 4. FireFlux test case in forced mode (A2F) – Time-evolving fire front po-
sitions 1, 2, 3, 5, and 10 min after ignition (red dot) for 25-m (cool colors) and 
10-m (warm colors) atmospheric forcing resolution (A25, A10) and several fire 
mesh resolutions (F25, F10, F5, F1). Black symbols represent the main tower 
(+) and small tower (x) positions. (For interpretation of the references to color 
in this figure legend, the reader is referred to the Web version of this article.) 
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5.1. Mesh convergence for fire spread and surface heat fluxes 

The objective of the mesh convergence process is to determine the 
adequate fire mesh resolution for both spread and flux computations 
using one-way forcing modes (in forced mode A2F and in fire replay 
mode F2A). 

5.1.1. Mesh convergence for fire spread in forced mode 
Fig. 4 compares the time-evolving fire front positions for 25-m (A25 

in cool colors) and 10-m (A10 in warm colors) atmospheric forcing 
resolution at 1, 2, 3, 5 and 10 min after ignition in forced mode (A2F). 
For each atmospheric forcing resolution, three different fire mesh res-
olutions are tested: fire refinement ratios of 1, 5 and 25 are used for the 
25-m configuration, and ratios of 1, 2, and 10 are used for the 10-m 
configuration so that at the coarsest fire mesh resolution MesoNH and 
Blaze are run at the same resolution (Δxf = 25 m for Δx = 25 m and Δxf 
= 10 m for Δx = 10 m) and the most refined fire mesh resolution is Δxf 
= 1 m in both cases. Each configuration is identified by its atmospheric 
resolution A and its fire resolution F. The simulation at 10-m atmo-
spheric resolution with a fire mesh resolution of 5 m (i.e. refinement 
ratio of 2) is denoted by A10 F5. 

Results in Fig. 4 show that all fire front positions are overlapped for 
the A10 atmospheric configuration, meaning that a 10-m fire mesh 
resolution is sufficient to obtain satisfactory fire spread simulations at 
10-m atmospheric forcing resolution. For the A25 atmospheric config-
uration, the A25 F25 simulation gives a slightly different propagation 
from the A25 F5 and A25 F1 configurations due to a poorer description 
of the LS gradients and approximations in the burn plot geometry. Thus, 

a 5-m fire mesh resolution ensures a good fire front propagation for both 
A25 and A10 atmospheric configurations in A2F mode. 

The fire arrival at the main tower (+ symbol in Fig. 4), around 3 min 
after ignition for A25 configuration and below 3 min for A10 configu-
ration, is close to the observations (the observed arrival time is around 3 
min after ignition) The early arrival for the 10 m configuration can be 
explained by the fact that Blaze does not account for the fire transient 
phase of its increasing power towards its steady state. In Blaze, as soon as 
the fire is ignited, it releases its nominal power and advances at a steady 
rate of spread. Ignoring this transient state then leads to an excessively 
fast propagation between the ignition point and the main tower in the 
simulations. This changes between the main tower and the small tower 
(x symbol in Fig. 4). There, the simulated fire spread is slower than in the 
observations (4 min to move from the main tower to the small tower in 
the observations against 7 min in the simulations). This could be 
explained by the lack of two-way atmosphere-fire coupling: injecting 
heat fluxes at the fire front may induce a local increase in horizontal 
wind and thereby in fire spread rate. 

5.1.2. Mesh convergence for surface heat fluxes in fire replay mode 
This section compares two methods for surface heat flux computa-

tion in terms of fire mesh convergence: the new EFFR method intro-
duced in this study, and the WA method implemented in Blaze following 
what is implemented in WRF-SFIRE (Section 2.3.2). 

The objective of the fire replay mode (F2A) is to study the MesoNH 
atmospheric response to the configuration of the surface heat flux 
forcing in Blaze (e.g. subgrid fire front reconstruction, heat flux 
parameterization). In the F2A mode, the fire replay is defined by a 

Fig. 5. FireFlux test case in fire replay mode (F2A) – Time series of surface sensible heat flux, 2-m air temperature, 2-m horizontal wind speed and 2-m vertical wind 
speed at the main tower obtained for the CST flux parameterization. Colors represent different fire mesh resolutions (F25 to F1 in A25 configuration, F10 to F1 in A10 
configuration). Solid lines correspond to EFFR results; dashed lines correspond to WA results. Black solid lines correspond to observations. (For interpretation of the 
references to color in this figure legend, the reader is referred to the Web version of this article.) 
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burning map. In the present study, the burning map is obtained by 
taking the ensemble-mean burning map obtained in two-way coupled 
mode (2WC) with 10 m atmospheric resolution and 5 m fire resolution 
(configuration named A10 F5 in Section 5.3). The corresponding 
burning map is presented in Fig. 13. In this framework, a single atmo-
spheric model simulation forced by the ensemble-mean A10 F5 burning 
map is run for two different atmospheric resolutions (A25 and A10). 
Fig. 5 shows the different atmospheric quantities obtained at the main 
tower for the A25 configuration (left column) and for the A10 configu-
ration (right column), that is (from top to bottom panels) the sensible 
heat flux, the 2-m air temperature, the 2-m horizontal wind speed and 
the 2-m vertical wind speed. 

The fire impact on the atmosphere at the main tower is clearly visible 
as a temperature peak, a horizontal wind acceleration and an updraft 
followed by a downdraft. Consider the A25 configuration in the left 
panel of Fig. 5. At 8.3-m resolution, the sensible heat flux computed by 
the EFFR method follows the 1-m resolution signal and convergence is 
achieved when resolution increases. The higher the resolution, the 
smoother the heat flux signal. Consistently, atmospheric variables are 
also converged for resolutions finer than 8.3 m. For the WA method, the 
heat flux profile is highly diffused ahead of the fire front for each 
considered resolution. The heat flux release begins too early, up to 70 s 
in advance of the fire arrival time for 25-m resolution and about 50 s in 
advance for 8.3-m resolution. This leads to an offset in the atmospheric 
variables, whereas the EFFR method already achieves a converged heat 
flux profile at the 8.3-m resolution. Hence, the EFFR method allows for a 
much faster convergence for the surface heat fluxes and the near-surface 
atmospheric variables than the WA method. 

To go further, Fig. 6 represents the deviation from optimal Pearson 
correlation coefficient r = 1 with respect to the fire refinement ratio Γx 
for the EFFR and WA methods for different quantities of interest (surface 
sensible heat flux, 2-m air temperature, 2-m horizontal wind speed and 
2-m vertical wind speed). This deviation measures for a given quantity 

of interest, the difference between a given fire mesh resolution and the 
1-m fire mesh resolution considered as a reference. The closer this de-
viation is to 0, the more the signal is converged. Considering the crite-
rion r > 0.999, i.e. 1 − r < 10−3 to achieve a good convergence on the 
A25 atmospheric variables, results show that a 8.3-m resolution is suf-
ficient with the EFFR method, while a 2.5-m resolution is required with 
the WA method. The same trend is obtained for the A10 configuration. 

The EFFR method can be used with a coarser resolution than the WA 
method to obtain similar results. For this purpose, a submetric fire model 
resolution is used in WRF-SFIRE (with the WA method) to simulate the 
FireFlux case [26,28,32]. The WA method requires a high computational 
effort for a result that is highly conditioned to the LS diffusion. In 
contrast, the EFFR method in MesoNH-Blaze gives a good heat flux 
profile even at 8.3-m fire model resolution. The heat flux signal is not as 
smooth as for higher resolutions. Hence, a 5-m fire model resolution 
appears as a good choice to ensure smooth heat flux injection and low 
computational effort for both A25 and A10 configurations. 

Considering both spread arguments and flux arguments, the 
following MesoNH-Blaze results are obtained using the EFFR method for 
a fire mesh resolution equal to Δxf = Δyf = 5 m, i.e. for the A25 F5 and 
A10 F5 configurations. 

5.2. Atmosphere and fire interactions in one-way mode 

The objective of this section is to study some interaction effects be-
tween the atmosphere model and the fire model in one-way mode 

Fig. 6. FireFlux test case in fire replay mode (F2A) – Pearson correlation error 
with respect to the fire refinement ratio Γx for several atmospheric quantities 
simulated at the main tower for the A25 configuration: surface sensible heat 
flux (circles), 2-m air temperature (squares), 2-m horizontal wind speed (los-
anges) and 2-m vertical wind speed (pentagons). The error is computed with 
respect to the 1-m fire model results (fire refinement ratio equal to Γx = 25). 
Solid lines correspond to EFFR results; dashed lines correspond to WA results. 
The horizontal dotted line corresponds to the threshold 1 − r = 10−3. 

Fig. 7. FireFlux test case in forced mode (A2F) – Time-evolving fire front po-
sitions 1, 2, 5, and 10 min after ignition (red dot) for 10-m atmospheric forcing 
resolution (A10) and 5-m fire mesh resolution (F5) for a 15-member ensemble. 
Gray contours represent ensemble members. The green contour represents the 
ensemble mean. The orange contour represents the original A10 F5 front po-
sitions presented in Fig. 4. Black symbols represent the main tower (+) and 
small tower (x) positions. (For interpretation of the references to color in this 
figure legend, the reader is referred to the Web version of this article.) 
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(forced mode A2F and fire replay mode F2A), that is i) the influence of 
atmospheric variability on the fire spread, and ii) the impact of the flux 
parameterization on the fire-induced flow. 

5.2.1. Impact of the inflow turbulence variability on the fire spread in 
forced mode 

Fig. 4 highlights that the simulated fire spread is different according 
to the atmospheric resolution. The initial state of the atmosphere is 
slightly different between the A25 and A10 configurations due to inflow 
turbulence, leading to a different local atmospheric forcing at the igni-
tion time despite an average consistency. The arrival of different tur-
bulent eddies then modifies the early propagation between the two 
configurations in a noticeable way. For instance, a larger northern wind 
anomaly in the A10 configuration accelerates the propagation shortly 
after ignition. Still, 10 min after ignition, the propagation is consistent 
between the two configurations despite a different shape. The fluctua-
tion effects in the near-surface turbulent wind flow and their subsequent 
effects on the fire spread are considered using a statistical ensemble 
technique. 

To account for the variability in the inflow turbulence, a 15-member 
ensemble of MesoNH-Blaze simulations was carried out for each atmo-
spheric configuration in forced mode (A2F). To change the turbulent 
flow structure, the ensemble is generated by modifying the ignition 
time. Each member is ignited with a 2-min delay starting from 12h43 LT. 
Fig. 7 shows the resulting ensemble of front positions (gray colors) at 1, 
2, 5 and 10 min after ignition for the A10 F5 configuration. The 
ensemble-mean (obtained by averaging ensemble burning maps) is 
plotted in green. The original A10 F5 simulation that was already pre-
sented in Fig. 4 and that was ignited at 12h43:30s LT does not belong to 
the ensemble and is plotted in orange for comparative purpose. 

Results show that the incident turbulent structure has a significant 
impact on the fire spread with a difference in the fire front positions 
exceeding 80 m 10 min after ignition. Between the two towers, the 
fastest member gives a rate of spread 21% larger than the slowest 
member. A variability is also observed in the fire front curvature with 
various front shapes within the ensemble. This is also important since 
the fire front shape influences the wind projection on the fire front 
normal vector and thereby impacts the rate of spread. This highlights the 
importance to consider the inflow turbulence variability to assess the 
performance of a coupled atmosphere-fire model. An ensemble of sim-
ulations will be considered in two-way coupled mode (Section 5.3). 

5.2.2. Impact of the surface heat flux parameterization on the atmosphere 
in fire replay mode 

The sensitivity of the atmospheric variables to changes in the surface 
heat flux parameterization (CST or EXS, Section 2.3) in the fire replay 
mode (F2A) is now studied. Fig. 8 compares the atmospheric quantities 
of interest (from top to bottom panels: sensible heat flux, 2-m air tem-
perature, 2-m horizontal wind speed, and 2-m vertical wind speed) 
simulated at the small tower for the A25 F5 configuration (blue curves) 
and for the A10 F5 configuration (red curves). By definition the CST 
(solid lines) and EXS (dashed-dotted lines) heat flux injection profiles 
mainly differ in their heat flux representation behind the fire front. That 
is why this study is done at the small tower, where the fire was ignited 
long enough to be able to preheat air flow behind the fire front and to be 
able to detect smoldering effects. 

Fig. 8 shows that the heat flux injection profile is smoother for the 
EXS parameterization than for the CST parameterization with a smooth 
decay towards the smoldering zone (when 10 < t − ta < 50 s), as ex-
pected by their definition. The maximum heat flux intensity reached just 
after the fire arrival time (vertical solid line) is larger in the A10 con-
figurations than in the A25 configurations due to change in the atmo-
spheric resolution. 

The effect of including smoldering in the EXS parameterization is 
particularly visible on the 2-m air temperature time series, where a 
heating from +5 ◦C to +11 ◦C can be observed in the smoldering area 
(when t − ta > 20 s) for the EXS parameterization compared to the CST 
one. 

On top of a temporal signature of the fire, Fig. 8 also provides a 
characterization of the spatial structure of the fire from right (t − ta > 0 s, 
behind the fire front and upstream for the wind) to left (t − ta < 0 s, 
ahead of the fire front and downstream for the wind). Upstream, there is 
a clear acceleration in the horizontal wind speed in the EXS configura-
tions compared to the CST configurations. This effect is stronger at 10-m 
atmospheric resolution where the increase in horizontal wind speed can 
reach +3.1 m s−1. This modifies the incident wind on the fire. This can 
be explained by the increase in temperature 20–25 s behind the fire 
front. 

To go further, the instantaneous 2-m air temperature and horizontal 
wind fields for each configuration (A25 F5 CST and EXS in top panels, 
A10 F5 CST and EXS in bottom panels) are shown in Fig. 9. The smol-
dering zone that preheats the air behind the fire front is clearly visible. 
The flow structure is then significantly modified, especially for the A10 
configurations, with a temperature along the front much more hetero-
geneous than for the CST parameterization. There are hot spots that 
seem more representative of an actual fire situation. The choice in the 
surface heat flux parameterization has therefore a significant impact on 
the fire-induced flow and will imply changes in the atmospheric feed-
back on the fire spread in 2WC mode. For this purpose, the EXS 
parameterization is used in the rest of the paper to account for 
smoldering. 

5.3. Validation of MesoNH-Blaze model in two-way coupled (2WC) 
mode 

In order to study the fire-atmosphere interactions, attention is now 

Fig. 8. FireFlux test case in fire replay mode (F2A) – Time series of (a) surface 
sensible heat flux, (b) 2-m air temperature, (c) 2-m horizontal wind speed, and 
(d) 2-m vertical wind speed at the small tower obtained for the CST (solid lines) 
and EXS (dashed-dotted lines) parameterizations in the A25 F5 (in blue) and 
A10 F5 (in red) configurations. (For interpretation of the references to color in 
this figure legend, the reader is referred to the Web version of this article.) 
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given to the two-way coupled mode that is able to represent the atmo-
spheric feedback effects on the wildland fire behavior through the 
modification of the surface winds. Due to the significant impact of 
inflow turbulence on the fire spread shown in Section 5.2.1, a similar 
ensemble approach is adopted in 2WC mode. A 15-member ensemble is 
produced for each atmospheric resolution, A25 and A10, using the EXS 
flux parameterization. First, an analysis of the thermal plume is per-
formed at the main tower. Second, the fire-induced flow is compared to 
the observations. Finally, the front propagation is evaluated in terms of 
spread rate and variability. 

To compare simulations with measurements, a smoothing is per-
formed using the Hodrick and Prescott [24] filter with a filtering con-
stant of 1600 as recommended by the authors. It gives a smoother trend 
than the generally used 5-s averaging method [26,28]. The variability in 
the measurements is also represented by the 5-s standard deviation. The 
measurements are positioned on the time axis by considering the cor-
relation between the arrival time and the temperature peak on the time 
series. For measurements, the Type T thermocouple is considered to be a 
better quality measurement and the time calibration is fixed on this 

signal. There is a significant variability difference between the mea-
surements of the two thermocouples at the main tower. This is due to the 
shorter response time of the Type K thermocouple compared to its Type 
T counterpart. 

5.3.1. Thermal plume 
Fig. 10 shows the time series of air temperature at all heights of the 

main tower (2 m, 10 m, 28 m and 42 m) for the A25 F5 and A10 F5 
ensembles along with the in situ measurements. The ensemble mean is 
represented by the solid line, and the turbulence variability is accounted 
by the standard deviation of the ensemble in colored area (blue for A25 
and red for A10). Results show that the temperature increase due to the 
fire passage is well represented by the coupled model. The temperature 
peak is reached at all heights with a slight delay, in particular at 10 m 
resolution, meaning that the plume is too vertical compared to the 
measurements. At 2 m height, the simulation temperature results are of 
the same order of magnitude as the two sets of observations. Above 2 m, 
the A10 ensemble is closer to the observed amplitude. The variability 
resulting from the inflow turbulence increases with altitude. This 

Fig. 9. FireFlux test case in fire replay mode (F2A) – Horizontal cross section at 2-m AGL for air temperature and horizontal wind fields in the following config-
urations: (a) A25 F5 and CST, (b) A25 F5 and EXS, (c) A10 F5 and CST, and (d) A10 F5 and EXS. 
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variability is particularly important at the temperature peak but also at 
the time of plume passage. Some members of the ensemble can therefore 
give a thermal plume structure closer to the measurements than the 
ensemble mean, highlighting again the importance of running an 
ensemble for coupled atmosphere-fire models. 

5.3.2. Fire-induced wind 
Fig. 11 shows the horizontal wind induced by the fire passage at the 

main tower. The wind acceleration at 2 m and 10 m height (Fig. 11d) is 
well captured by the coupled model for both A10 F5 and A25 F5 con-
figurations despite the sensor fail at 10 m AGL. Above 10 m, the wind is 
slower in the simulations than in the measurements. This could explain 
why the thermal plume is too vertical. The ensemble variability is 
slightly more important in the A10 configuration than in the A25 
configuration. 

Fig. 12 shows the vertical wind induced by the fire passage at the 
main tower. The updraft/downdraft alternation is fairly well repre-
sented, despite the significant time lag from a slightly different plume 
inclination than the one observed. The coupled model gives higher 
values of updraft velocity compared to measurements, which reinforces 

the vertical orientation of the simulated plume. Again, the variability 
due to inflow turbulence increases with altitude and is more important 
at 10 m resolution. This indicates that MesoNH-Blaze at high resolution 
is more sensitive to the inflow turbulence conditions for the scale of the 
FireFlux experiment, which remains of limited size compared to active 
wildfires. 

Overall, the thermal structure of the plume and the fire-induced wind 
are reasonably well represented by the MesoNH-Blaze coupled model. 

5.3.3. Fire spread 
Fig. 13 compares the fire front positions at different times for the A25 

F5 and A10 F5 ensembles. The A10 F5 ensemble obtained in forced 
mode (A2F) is also represented to highlight the significant influence of 
the atmospheric feedback on the fire behavior. Results show large dis-
crepancies in the fire front propagation between the 2WC simulations 
(blue curves for A25 F5 and red curves for A10 F5), and the A2F sim-
ulations (green curves). Accounting for the wind acceleration induced at 
the front by the fire energy release enhances fire propagation in 2WC 
mode. This also provides more curved fronts, which seem more realistic 
of actual fire propagation than in the forced mode. Results also show 

Fig. 10. FireFlux test case in two-way coupled mode (2WC) – Temporal evolution at the main tower of air temperature at different heights: (a) 42 m, (b) 28 m, (c) 10 
m, and (d) 2 m, for A25 F5 (blue colors) and A10 F5 (red colors) ensembles. Available measurements are given in gray and black colors. (For interpretation of the 
references to color in this figure legend, the reader is referred to the Web version of this article.) 
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Fig. 11. FireFlux test case in two-way coupled mode (2WC) – Temporal evolution at the main tower of horizontal wind speed (HWS) at different heights: (a) 42 m, 
(b) 28 m, (c) 10 m and (d) 2 m, for A25 F5 (blue colors) and A10 F5 (red colors) ensembles. Available measurements are given in gray and black colors. (For 
interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 

A. Costes et al.                                                                                                                                                                                                                                  



Fire Safety Journal 126 (2021) 103475

15

that the variability in the fire front positions is enhanced in the 2WC 
mode compared to the A2F mode, meaning that inflow turbulence has a 
stronger impact on the fire behavior in two-way mode than in forced 
mode. 

For the FireFlux experiment, the only way to evaluate the fire spread 
simulated by the MesoNH-Blaze coupled model is through the time- 
averaged rate of spread between the main and small towers since this 
is the only measurement of the actual rate of spread. Rate-of-spread 
statistics are given in Table 5. The observed rate of spread was 1.61 
m s−1. In the ensemble simulations, the ensemble-averaged rate of 
spread (denoted by ℛ̄ (ta

k
)) is estimated as follows: the averaged rate of 

spread between the two towers is first computed for each ensemble 
member, and is then averaged over the ensemble. Additional statistics 
such as the minimum/maximum interval and the standard deviation are 
also given. Looking at the ensemble-averaged rate of spread, relative 
errors are −2.5%, −0.6%, and −53% for the 2WC A25 F5, 2WC A10 F5 
and A2F A10 F5, respectively. 

The actual coupled model configuration thereby provides a good 
estimate of the time-averaged rate of spread between the two towers. 
The contribution of the coupling is significant since the proper repre-
sentation of the horizontal wind induced by the fire leads to an increase 
in the spread rate to match the observed value. The variability due to 
inflow turbulence is higher in two-way coupled mode than in forced 
mode, especially at 10-m atmospheric resolution where one member is 
much slower than the others (1.25 m s−1, i.e. 22% slower than the 
ensemble average). This variability is not evenly distributed along the 
fire front. It is mostly concentrated on the eastern flank, where a small 
deviation of the wind direction induces a large variation of the wind 
projection on the normal direction of the front and thereby on the spread 
rate. 

6. Discussion 

In order to better represent the fire-induced wind and fit the 
observed mean rate of spread between the two instrumented towers in 

Fig. 12. FireFlux test case in two-way coupled mode (2WC) – Temporal evolution at the main tower of vertical wind speed at different heights: (a) 42 m, (b) 28 m, (c) 
10 m and (d) 2 m, for A25 F5 (blue colors) and A10 F5 (red colors) ensembles. Available measurements are given in gray and black colors. (For interpretation of the 
references to color in this figure legend, the reader is referred to the Web version of this article.) 
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the coupled simulations, a simple parameter adjustment has been per-
formed on the ignition temperature Ti involved in Balbi’s parameteri-
zation. Ti is known to be one of the predominant factors to which the 
simulated rate of spread is sensitive. The combustion efficiency Ec has 
also been calibrated to obtain realistic heat fluxes. This two-parameter 
adjustement has been successful to obtain realistic simulations of the 
atmosphere-fire interactions, providing a first validation of the new 
MesoNH-Blaze coupled model on the FireFlux I experimental fire. 

Considering the air preheating in the burnt region, the smoldering 
area behind the fire front has an effect on the flow in the vicinity of the 
fire front and thereby significantly influences the fire spread. The flux 
parameterization and its impact at different scales would deserve further 
investigation in future work. 

The reconstruction of the LS function from the burning map takes 
advantage of the bounded formulation 0 ⩽ φ ⩽ 1, but requires the 
calibration of the stiffness parameter λ. In this study, λ is considered as a 
function of the fire mesh size Δxf only. The formulation of λ has been 
adjusted on a simplified fire experiment and with a given fuel type. It 
would be more exhaustive to consider λ as a function of at least the fire 
mesh size Δxf, the rate of spread without wind ℛ0 (which is exclusively 
related to the biomass fuel) and the wind contribution to the rate of 

spread (ℛ−ℛ0) (which differentiates the head fire and the back fire). 
This would allow a more accurate reconstruction in forced mode (F2A) 
runs and be more adapted for walking ignition. 

The EFFR method is useful to have a less refined fire mesh in the 
coupled atmosphere-fire model compared to the WA method, for 
instance employed in WRF-SFIRE. At 10-m atmospheric resolution, 
Blaze can operate at 5-m resolution and provide relevant results without 
the need to go to submetric resolution as done in some WRF-SFIRE 
studies. For 2WC simulations, the relative additional computational 
cost associated with the fire model is 8% for the EFFR method against 
25% for the WA method. At 25-m atmospheric resolution, the relative 
additional computational cost associated with the EFFR method is 14%. 
The EFFR method is thereby useful to save computational time in 
MesoNH-Blaze, in particular when running ensembles of simulations to 
account for inflow turbulence. 

7. Concluding remarks 

This paper presents an implementation of an innovative level-set 
formulation in the scope of the Blaze fire model coupled with an at-
mospheric model to be able to run ensembles of coupled atmosphere-fire 
simulations in an effective way. The FireFlux I field-scale experimental 
fire is used to evaluate Blaze when coupled with the MesoNH atmo-
spheric model using one-way or two-way coupling modes. High-order 
schemes (RK3, WENO3) have been integrated in Blaze to ensure accu-
rate propagation at a reasonable computational cost. These numerical 
schemes provide a very low rate-of-spread error (less than 0.1%) on a 
uniform wind case without the need to reinitialize the level set. Nu-
merical viscosity is applied to the level-set function as in Mandel et al. 
[32]and is also applied to the rate of spread to smooth out local varia-
tions due to inflow turbulence. Results show that under turbulent flow, 
Blaze features very good mesh convergence in forced mode (A2F) and 
fire replay mode (F2A), and that a 5-m fire mesh resolution provides a 
satisfactory solution for the FireFlux case that corresponds to a homo-
geneous grass fuel. This was possible thanks to the explicit fire front 
reconstruction (EFFR) method, which better localizes the heat fluxes 
and thereby improves the coupling of Blaze with the atmosphere model. 
The EFFR method was compared to the weighted average (WA) method, 
for instance employed in WRF-SFIRE [28,32,36]. Results show that the 
EFFR method outperforms the WA method in terms of mesh conver-
gence, meaning that a much coarser fire model resolution can be used 
for equivalent performance using the EFFR method (5 m for EFFR 
compared to 1 m for WA). This economy in mesh refinement translates 
into improved code efficiency and consequently reduced computational 
cost for similar performance of MesoNH-Blaze. Sensitivity tests were 
carried out to analyze the response of coupled atmosphere-fire simula-
tions to changes in the surface heat fluxes and inflow turbulence. 
Sensitivity results show that accounting for smoldering through the EXS 

Fig. 13. FireFlux test case in two-way coupled mode (2WC) – Time-evolving 
fire front positions at 1, 2, 5, and 8 min after ignition (red dot) for A25 F5 
and A10 F5 ensembles. The A2F ensemble obtained for the A10 F5 configura-
tion is also plotted for comparative purpose. Solid lines represent the ensemble 
mean. Dashed lines represent the quartiles. Black symbols represent the main 
tower (+) and small tower (x) positions. (For interpretation of the references to 
color in this figure legend, the reader is referred to the Web version of 
this article.) 

Table 5 
Rate-of-spread statistics obtained between the main and small towers for 2WC 
ensembles at 25-m and 10-m atmospheric resolutions and for A2F ensemble at 
10-m atmospheric resolution. The observed rate of spread is also given for 
comparative purpose.  

Configuration 2WC A25 F5 2WC A10 F5 A2F A10 F5 Observations 
min kℛ

(tak
) 1.44 1.25 0.67  

ℛ
̄ (tak

) 1.57 1.60 0.75 1.61 

max kℛ
(tak
) 1.68 1.75 0.81  

stdkℛ
(tak
) 0.08 0.11 0.04   
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parameterization induces a noticeable change in the structure of the 
incident flow in the vicinity of the fire. The incident wind accelerates 
and hot spots are present along the fire front. Sensitivity results also 
show the significant impact of the inflow turbulence on the fire front 
propagation. In A2F mode, the rate of spread can differ by up to 21% 
between the ensemble members. A detailed study in forced 
fire-to-atmosphere (F2A) mode and two-way coupled (2WC) mode 
demonstrated the good correlation between FireFlux I measurements 
and ensemble simulations at 25-m and 10-m atmospheric resolution in 
the range of variability of the measurements. The variability due to the 
incident turbulent structure remains however very large, with stronger 
effects in altitude and at finer atmospheric resolution. Some members in 
the ensemble were found to be very close to measurements due to 
favourable inflow turbulence. This implies that a good agreement be-
tween a single member and the measurements does not necessarily 
reveal a good agreement between the model and the reality since the 
signal at the tower is strongly conditioned by the inflow turbulence. The 
present study thereby highlights the importance of accounting for the 
variability of the near-surface wind flow at the scale of an experimental 
fire such as FireFlux I. The FireFlux I experiment is a first validation test 
case for the newly-implemented MesoNH-Blaze coupled model. Terrain 
is flat, wind conditions are moderate, and biomass fuel is homogeneous 
and corresponds to grass. Future work includes extending the validation 
of MesoNH-Blaze to cases of increasing complexity, starting from 
different types of biomass fuels, including forest environment, to study 
the coupled model response to combined effects of inflow turbulence, 
canopy turbulence and fuel variability. This is an important step to 

validate the ability of MesoNH-Blaze to simulate realistic wildland fire 
behavior for different biomass fuels and different landscapes. 
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Appendices A. Balbi’s rate-of-spread parameterization 

This Appendix provides all the equations required to estimate the rate of spread ℛ from Balbi’s formulation given the definition of the input 
parameters in Table 4. These equations are taken from Santoni et al. [48]. 

A.1 Notations 

A mix of live and dead vegetation is considered to represent the biomass fuel; the subscripts “l” and “d” are, respectively, for 1-h dead and thin live 
fuels in the following. The packing ratios, denoted by βl and βd, are computed for both live and dead fuels as 
βl =

σl

eρl

, βd =
σd

eρd

, (A.1)  

where e [m] is the fuel layer thickness, σl [kg m−2] (σd) is the live (dead) fuel surface loading, and ρl [kg m−3] (ρd) is the live (dead) fuel particle mass 
density. For clarity purposes, we introduce the following notations: 
Sl = sl e βl =

sl σl

ρl

, Sd = sdeβd =
sd σd

ρd

. (A.2)  

A.2 Nominal radiant temperature 

We introduce the dimensionless variable ξ as 

ξ =
(Ml − Md) Sl Δh

Sd ΔH
, (A.3) 
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where Δh [MJ kg−1] is the water evaporation enthalpy and ΔH [MJ kg−1] is the combustion enthalpy. The nominal radiant temperature denoted by Tn 
is then estimated as 

Tn = Ta +
ΔH (1 − χ0) (1 − ξ)

cpa (1 + st)
, (A.4)  

where Ta [K] is the air temperature, cpa [J K−1 kg−1] is the air calorific capacity, χ0 [-] is the radiant heat transfer fraction and st [−] is the air/fuel 
stochiometry ratio. 

A.3 Flame tilt angle 

The flame gas velocity v0 [m s−1] satisfies 

v0 = ν
2 LAI (1 + st) Tn ρd

ρa Ta τ0

, (A.5)  

where LAI is the leaf area index, and ν [−] is the absorption coefficient for radiation defined as 

ν = min

(
Sd

LAI
, 1.

)
(A.6)  

Then, the flame tilt angle γ [rad] is defined as 

tan

(
γ

)
= tan

(
αsl

)
+

U

v0

, (A.7)  

where αsl [rad] is the slope angle, and U is the horizontal wind speed at mid-flame height in the spread direction. In Balbi’s rate-of-spread formulation, 
the wind is given in the fire front propagation direction. 

A.4 No-wind no-slope rate of spread 

By defining 

a =
Δh

cp(Ti − Ta)
, (A.8)  

R00 =
B T4

n

cp (Ti − Ta)
, (A.9)  

where cp [J K−1 kg−1] is the fuel calorific ratio, Ti [K] is the ignition temperature, and B = 5.670373 × 10−8 [W−2m K−4] is the Stefan-Boltzmann 
constant, the rate of spread without wind and slope, denoted by ℛ0 [m s−1], is estimated as 

ℛ0 =
e R00

σd (1 + a Md)

(
Sd

Sd + Sl

)2

. (A.10)  

Hence, ℛ = ℛ0 if the flame tilt angle is such as γ ⩽ 0. 

A.5 Wind- and slope-aided rate of spread 

For a flame tilt angle γ > 0, we define the following quantities: 

A0 =
χ0 ΔH

4 cp (Ti − Ta)
, (A.11)  

A =
ν A0 (1 − ξ)

1 + a Md

, (A.12)  

r0 = sd r00, (A.13)  
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G =
r0(1 + sin γ − cos γ)

cos γ
, (A.14)  

ℛt = ℛ0 + AG −
r0

cos γ
, (A.15)  

where r00 [m s−1] is the radiant heat transfer parameter. The wind-/slope-aided rate of spread ℛ is finally given by 

ℛ =
1

2

(
ℛt +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ℛ2

t +
4 r0 ℛ0

cos γ

√ )
(A.16)  

B Verification test case for Blaze: fire spread with uniform wind 

This Appendix presents a test case to verify the good numerical behavior of the spread component in the Blaze fire model in the A2F mode (Fig. 2a). 
The objective is to show that the simulated rate of spread corresponds to the theoretical values given by Balbi’s parameterization (Appendix A) along 
the fire front without considering the coupling with the atmosphere. The verification test case corresponds to a simplified fire propagation over a flat 
terrain with weak uniform wind (no turbulence is considered) and with a single ignition spot. 

B.1 Numerical settings 

The 3-D computational domain is 3.6-km by 2-km by 244 m. In MesoNH, the horizontal resolution is 25 m and the vertical direction is discretized 
with 40 vertical levels: the first level is at 4-m; a stretching ratio of 1.02 is applied until 200-m AGL and above this ratio becomes 1.05. A constant wind 
is set at the west border of the domain varying along the vertical from 2.3 m s−1 at the ground to 6.5 m s−1 above 100 m AGL. Lateral boundary 
conditions are cyclic. The reference pressure is 1017.10 hPa. The ground air temperature is 286 K. The land surface (e.g. roughness length, vegetation 
classes, land/water mask, soil texture) is described with the SURFEX platform [34]. In Blaze, the same biomass fuel as for the FireFlux experiment is 
used (Table 4), leading to a no-wind no slope rate of spread ℛ0 = 0.5 m s−1 and a mean wind-aided rate of spread ℛ̄ = 0.9 m s−1. The ignition spot is a 
50-m side squared patch that is 1225 m away from the western boundary and 1000 m away from the southern boundary. 

The same numerical schemes as for the FireFlux experiment are used: RK3-WENO3 for advection combined with PPM for scalar tracer advection in 
MesoNH; RK3-WENO3 in Blaze but no artificial viscosity is added since there is no turbulence in the present test case. 

Blaze is run for several fire mesh resolutions (Δxf, Δyf) to verify the convergence of the fire spread component. The same fire resolution is used 
along the x- and y-axis (Δxf = Δyf). Six fire refinement ratios Γx (1, 2, 3, 5, 10, and 25) are tested so that the fire mesh size Δxf varies between 25 m and 
1 m for the different Blaze configurations. 

B.2 Results and discussion 

Fig. 14a compares the fire front positions at 5-min time intervals for the six different fire refinement ratios. Results for a fire refinement ratio equal 
to 1 are indicated in blue line (this corresponds to the same resolution between MesoNH and Blaze); results for a fire refinement ratio equal to 25 are 
indicated in red line (this corresponds to the finest resolution tested in Blaze). The theoretical fire front position obtained using the standalone Balbi’s 
parameterization are indicated in black lines at the head fire, on the flanks and at the back fire. Fig. 14b shows the evolution of the rate-of-spread 
relative error as the fire refinement ratio Γx increases, i.e. as the fire mesh resolution increases. This error is computed with respect to Balbi’s 
theoretical rate of spread. 

Results show that the fire spread is symmetrical with respect to the y-axis as expected under uniform wind conditions blowing from the West. Each 
fire mesh resolution, from 25 m to 1 m, is able to correctly propagate the fire over the 20-min time period. The choice of the fire mesh resolution has 
some slight impact in high curvature areas. Blaze is able to match the theoretical rate of spread given by Balbi’s parameterization. At the head fire and 
the back fire, the rate-of-spread error is dropping exponentially with the fire mesh refinement. The rate-of-spread error is about 0.16% for Δxf = 25 m 
and −0.01% for Δxf = 1 m. 

It is of high interest to compare the head rate-of-spread error rates with those obtained in Muñoz-Esparza et al. [36]. In Ref. [36], when using the 
RK3-WENO3 numerical scheme, the rate-of-spread error is respectively −10% and −7% for 25-m and 12.5-m fire mesh resolutions. It increases to 
−15% and −10% when using the ENO1-RK2 scheme implemented in SFIRE [32]. In Blaze, at 12.5-m resolution (i.e. refinement ratio Γx = 2), the 
rate-of-spread error is equal to 0.1% when using RK3-WENO3 without adding numerical viscosity. To reduce the error magnitude to 0.1%, 
Muñoz-Esparza et al. [36] shows that the fire spread model requires a higher order numerical scheme (WENO5) and reinitializing the LS function, 
which significantly increases the computational cost (by about 30%). 

To conclude, Blaze provides a good balance in terms of rate-of-spread error and computational cost to be coupled with an atmosphere model for 
simulating experimental fires such as the FireFlux experiment. Such numerical studies will have to be revisited for large-scale wildfires, which are 
subject to heterogeneous fuel properties and spatially-varying winds enhanced by terrain topography. 
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Fig. 14. Results for the verification test case with uniform wind and single ignition point (gray box). (a) Time-evolving fire front positions over a 20-min time period: 
the fire fronts are plotted at 5-min time intervals for each fire refinement ratio Γx (one color corresponds to one fire refinement ratio). The black lines correspond to 
the fire front position at time 20 min if the fire spread model was perfectly integrated without numerical errors. (b) Relative rate-of-spread error [%] at time 20 min at 
the head fire (circle symbols) and at the back fire (diamond symbols). 
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