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Brief update

• HPCs accepted November 2023

• Real-time forecasts since
• September (IG)
• December (DINI)

• Operational since March 19th 

• More NWP detail in the UWC-W poster and MQA presentation



Some Operational Principles

• All tasks managed using a workflow package (ecFlow)

• All applications managed using CI/CD pipelines
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The HPC, the infrastructure and the applications

• Two HPE Cray systems, one for operational weather forecasting 
(aurora) and the other for weather and climate research (boreas)

-- announced November 2021

• A little over a year behind original schedule

• No interactive usage of aurora, the operational system

• “Common” (UWC-W) and “National” Applications
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This is what CI/CD can do for you!
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• GitLab CI/CD with AWX is at the heart of everything we do

• “CI/CD automates much or all of the manual human intervention 
traditionally needed to get new code from a commit into production 
… Get CI/CD right and downtime is minimized and code releases 
happen faster.”

• AWX (open-source using Ansible codebase) manages Ansible 
Playbooks and Credentials; i.e. who does what and where.
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• With CI/CD we generally take the following steps:
• Lint - checking of your source code for programmatic and stylistic errors

• Build – compile (configure & make)

• Test – test new developments

• Package – bundle everything needed in a zip archive for deployment

• Deploy – Press play on your Ansible Playbook

• Missing automated testing
• would be nice to have Unit Tests/Testbed/Davaï 

• For now, we use real-time dev suites for testing before production



The HPC, the infrastructure and the applications

• Synergies …

• HIRLAM make use of GitHub Actions
• “Automate your workflow from idea to production”

• Pull-requests compiled using CMake on Ubuntu 20 to help validate

• Could ACCORD pull requests make use of such Actions?
• norms checker

• build

• test (Davaï and/or others)
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If this is a merge request …

Are changes in these files/directories?
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The end result ☺
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